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t ABSTRACT

U s i n g  the maximum l ikelihood techn ique an algori thm is developed

for  the ex t r ac t  ion ot ’ p i tch for speech that has been corrupted by a d d i t i v e

• n o i s e .  The speech model includes the e f f e c t  s of p i t ch  pe r iod i c i  ty  and

- 
- the spec t r a l  enve lope  which r e su l t s  in a process ing s t ruc tu r e  tha t

— consists of a noise suppression pref titer in  cascade w i t h  a comb t r i t e r

bank est imator-correlator. The p r e f i l t e r  a t t e n u a t e s  those frequency

bands where the speech signal~ to-noise ratio is low , hence most of the

deleterious noise is rej ected prior to the determination of pitch by the

comb filter bank correlator. The comb filter interpretation leads to an

implementation of the correlation function which avoids the problem of

anomalous pitch errors due to the effects of windowing and formant

sidelobe interaction which obviates the need for any type of spectral

flattening. Pitch ambiguities are resolved using a majority log ic

scoring algorithm and a carefully desi gn ed pitch tracker that can adapt

rap idly to gross pitch variations. The voiced/unvoiced decision is

based on an adaptive minimum energy threshold , a hi gh /low band en er gy

measurement, a normal ized pitch correlation coefficient and a p itch track

continuity coefficient . A time domain imp lementation of the algorithm

tha t  runs in real time in conjunction with an LPC analysis/synthesis

system at 2400 bps is described .
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I. INTRODUC TION

W i t h  the development of hi gh-speed minicomputer  voice te rminals  it

has become possible to deploy low bit-rate speech encoding algorithms in

real-world operational environments. In some of these applications the

• speech is corrupted by an additive acoustical background noise which

oftentimes results in a significant reduction in intellig ibility [1].

This has stimulated research into the investigation of more robust

algorithms for estimating the speech parameters. In this paper the

focus is on the development of a robust pitch extractor based on the

maximum likelihood technique. While this approach has already been ex-

plored by several authors [2] [3] [4], none of the models on which the

analyses were based have taken into account the effects of the spectral

envelope , and as a resul t pitch periodicity was the only discriminant
4

that was used to combat the noise. When the envelope structure is in-

clud ed in the bas ic model , as is done in this paper , the resulting

analysis leads to an algorithm that consists of a noise suppression

prefilter in cascade with a comb filter bank correlator. The prefilter

attempts to attenuate those frequen cy bands whe re the spe ech signal-to-

noise ratio is low , hence most of the deleterious noise is rejected

prior to the determ ina tion of pitch by the comb f ilter bank correla tor.

The comb f ilter interpretation leads to an implemen tation of the correla tion

function which avoids the problem of anomalous pitch errors due to the

effects of windowing and the formant sidelobe interaction which obviates

the need for any type of spectral flattening prior to pitch estimation

.1
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P i t c h am b i g u i t  ~~~ .~re r e s o l v ed  u s in g  a majorit~ l o g i c  sc o r t u g  algorithm r
and ~‘ c a r e f u l l y  d es ig n e d  p i t c h  t racker  tha t  can adapt rap id ly  to l e g i t i m a t e

t r a i l i n g  edge p i t c h  doubles. The voiced/unvoiced d e c i s i on  is based on

an a d a p t iv e  min imum energy threshold , a h i g h / l o w  band energy measurement ,

a r io r i n a l i . e d  p i t c h  cor re la t ion c o e f f i c i e n t  and a p i tch  t rack cont i n u i t y

c o e t t  ic tent . The paper d e s c r ib e s  a t i m e  domain implementat ion of the

a l g o r i t h m  tha t  runs in rea l t i m e  in con unct ion w i t h  an LPC spectral

a nj l~~s i s  sy n t h e s i s  system operating at ~.4 kbs or 3.6 kbs.

In Section 11 the pitch estimation problem is formulated within the

framework of statisti ca l estimation theory, and a sufficient statistic

for the pitch estimator is derived . The amb iguity resolution logic and p
.

the desi gn of the pitch t racker are presented in Section 111 , and the

rationale for the bu::-hiss detector is discussed in Section IV. The

algorithm is currently being subjected to extensive testing using the

Diagnostic Rhyme Test (DRT) for clean speech and speech that has been

corrupted by additive E4A Advanced Airborne Comman d Post (ABCP) noise.

II. DERIVATION OF THE SUFFICIENT STATISTIC

Based on a set of noisy observations of a voiced speech waveform it i:.

des ired to determine the “best” est ima te of the pi tch period . The maximum

l ikelihood estimator is selected since it is easy to compute and for large

signal-to-noise rat io (SNR), it is asymptotically unbiased and efficient

(the varianc e converges to zero). The estimate is based on the data

_ _ _ _  - -
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yn = vn 
+ W

i1 
(1)

where v~ and w~ represen t the n ’th sample of the voiced speech and noise

waveforms respectively. To begin with the acoustic interference is

2
assumed to be zero mean, white Gaussian noise with variance o~ . Once

• the estimator has been derived for this case, the generalization to

col ored no ise follows immediately using the analysis techn ique of the

prewhitening filter. The voiced speech waveform is modelled as a sample

function of a zero mean , Gaussian , quasi-periodic random process having

covariance function R
~

(k) = R
~
(k+T) where T is the period of the process.

This means that almost every sample function is periodic [5]. The

l ikel ihood function is the probab ility dens ity function for the observa-

tions, wh ich is

= P (Y 1~Y 2~ ...~ Y~ It) (2)

Schweppe [6] has shown that for stationary Gaussian processes the log-

l ikel ihood ratio is

L(t) = ~~n(a 2)  - 
~r fl~i ~

‘n ”n !n-l~ 
(3)

where v is the minimum mean squared error prediction of v based on fl
nln -l

measurements up to time n-i, namely y
~_ 1, ~n-2’~~~ 

and a~,
2 

is the 
I

prediction error variance obtained by averaging over the ensemble of

speech and noise samp le functions. In practice the background noise

3
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le vel  is unknown which renders c~~ a nui sanc e parameter. The max imum

l ikelihood estimate of is found by maximizing (3) and is~

= 

~ nL (~n~~njn i~~ 
(4)

from which the log-likelihood function reduces to

L(t) = £nE
~~

2
(t)] (5)

Therefore the maximum likelihood estimate of the pitch period

(denoted as ~) can be found by choosing t to minimize the energy in the

pred iction residual .  In order to avo id the issue of expl icit ly implemen ting

the predictor , it suffices to recognize that as a consequence of the

Innovations Theorem [7] and the fact that speech is a Markov process ,

the residual sequence c = y - v is zero mean white noise when i
n n n (n- i

is “close to” the true pitch period . As a result, the transformation

from the input sequence {y} to the sequence of residuals {c~ ) is a

linear whitening filter. This provides a necessary condition which is

used in the appendix to specify the structure of the maximum likelihood

estimator. It is shown that the first stage of processing is a noise

suppression prefilter. This is specified by the transfer fun ction P( w)

depends impl icit ly on the pitch period t .

4
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w h i c h must sa t t s f v

P(~ ) -

t _  (c ’ - )  +
~

wh er e  F( w) i s  the  spe ct  r a l  en ve lop e  of the voiced speech ( the  Fourier

t r a r r s for ~i of the c o r r e l a t  ion fune t ion 
~~ 

i ) )  . Ihe  a c t i o n  01 the f i l t e r

i s  t o  su ppre ss  thos e  f requ enc ics where the SNR is low and to pass  those

t r equcuc le s  where the SNR i s  high . Of course spec i f t c a t  ion of P~~)

r e q uir e s  k i r o w l e J~ e of the sp eech  sp ec t ra l envelope of ~(w) which i s  not

~~~~ table a pr iori . t echn i ques for  est imat ing L( ~~) from noisy dat a

( w h i c h  is  not n e c e s s a r i l y  w h i t e )  and for implement ing  P(~i) have been

de veloped by M cAula y and Mal p ass  [8] .

h a v i n g  used the sp e c t r a l  envelope information to enhance the noisy

speech w av e fo rm , the next stage of processing exploits the voiced speech

periodic ity to determine the pitch using correlation techniques . I f  r
~~~~~~~~ rep r ese n t s  the discrete Fourier Transform (DFT) of the prefilter

inp ut , and

X (~) = P(w)\(~) (:•)

represents the DEl’ of the p r e f i l t e r  output , then it is a lso  shown in the

- - appendix that the pitch likelihood function reduces to

N ~
..

1(i) = X x~(i) ( 5)

n=l

where

S
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x ( t )  = !(~ ‘x ) (9)
fl — l i — t  11+1

r e p r e s en t s  the  o u t p u t  of a comb f i l t e r  tuned t o  p i t c h  p e r i o d  t . I h e

a c t i o n  o t  t h i s  filter is t o  produce an e s t i m a t e  of the  w a v e f o r m  ~U

presumi n g  i t s  p er io d i c  it y  to h ave  period i. A bank of comb f i l t e r s  is

needed fo r  each possible p i t c h  c a n d i d a t e  in the range of in te res t  (, i . e. ,

40 U: - 3I~O U:) and the pitch corr espond ing  t o the comb filter tha t

i ca ds  to the largest correlation determines the maximum likelihood

est imate of the t~~tch period. A block diagram illustrating the signal

processing requirement s to compute ~(r1 is shown in 1- i gure 1.

Substitution of (9) into (5) would show that , except for the pre-

filter , the maximum likelihood pitch estimator is basically another

version of the correlation function pitch extractor [9], [101. However ,

the standard implementation of this technique is to choose a processing

in terval that is wide enough to  include two or three periods of the

speech waveform. The autocorrelation function of the windowed data is

then computed . The effect of this is to  apply a triangular window to

the true correlation function which causes  the sidelobes introduced by

the formant resonance to result in peaks that can be larger than the

peak at the true pitch period , espec ia l l y  if the formant bandw idth is

narrow . Thi s, in turn , l eads to large anomalous pitch errors. It has

been the desire to remove the form an t interaction that has led to the

use of spectral flattening 19], [10] prior to the computation of the

________________________________________________________________________ ________________-,
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I-
autocor re la t ion  funct ion .  However , th is  not only complicates the pro-

cessing but also leads to an undesirable reduction in the SNR. These

probl ems have been el imina ted comple tely by interpre ting (9) as a comb

filter which operates continuously on the prefilter output waveform to

produce the estimate of the voiced speech waveform x~ . Therefore use of

the maximum likelihood method has led to a signal process ing interpre tation

of the correlation operation in terms of an estimator-correlator structure ,

which although a seemingly triv ial detail , has a profound effect on the

properties of the pitch l ikel ihood function. The cost for these benef its is

buff er ing wh ich must be prov ided for x0, x 1,.. ~X
T 

and X N + l ,  XN + 2 , .  . . X~~~

where T is the largest pitch period of interest. For this implementation

the correlation window size , N, only needs to be wide enough to include

at least one pitch period , al though in practice it is convenient to use

the same width as the spectral analysis frame size.

In general it is desired to evaluate (8) using the full bandwidth

speech (3787.5 Hz in this implementation) since the likelihood function

can profitably extract the harmonic structure wherever it is available

in the frequency band. This is especially important in the noisy speech

problem where low frequency noise may cause the pref ilter to attenuate

the harmonics near the first formant. In an attempt to cover the pitch

range 40 - 300 Hz, the real time capabilities of the LDVT [11] were

exceeded, hence it was necessary to restrict the bandwidth to 1/4 the

samp ling rate (7575 Hz in this implementation) so that the input speech

(the prefilter output) could be downsampled by 2:1. Since this bandwidth

8
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l e S t  L’l Ct  I on a 1 ‘~o ap, ’ i t  ed o t h e  l i k e  I i  hood funet  t o n  i s u i t  i c e d  I t ’

o i - a l i i a t i ’  ~S) at  ev e r y  o ther  p t t c h  s a I n 1 I i t ’ . The m i s s i n g  v a l u e s  t~e i i  t h e n

o b t . i i n e d  b~ u s i ng t h e  .S 2 : 1 9 : - .c 2 : 1  t i p - samp l i ng t i t t e r  I ) 2 ~.
-\ t Vp ca l  ex . tn l ~ h e  o h  th e  lik e I i hood I i i nc t  ion t h a t  wa~ cotnpti t  ed

s u h i e c t  t o  t he  p r e ced ing  cond i t ion s  ~~~~~~~ ~~ ~~~~~ .‘a t o t -  a ma l t’

sj ~eakc r f or  t he  otu’ I i i  a i i i  c hew . \ i to t  hiei~ exan tp  It ’ i i i  I t gt i  i r  ‘I ’

C 4~mp i i  t ed t o  r a t eitta I e speaker to n ’  the ott e I • as i i i  t hat hioi ~ S Ill ’ ’ r c

c l e a t i t  t he et ’t e ¼ t ot ’ i t l a r i ’ O h  t o r m a n t  b a n d w i d t h .  I n  s p i l  c o h  t h e  - 
-

m u t t  ip t i c  i t ~ o l p e a k s  at the t o r m a n t  f r e q u ency , t he p eak  ~oi  t e s 1s ’ i t d t n ~:

to th e  t r u e  p i t  ~hi p er i o d  i ’~ ev i d e n t  . T h i s  h a .  a 1ita ~ ‘. beeit I I ’u t i u t  I o be

t he c a s&’ t o  i. t he La rge ntimb e r o h  l i t  t (‘ i ’anc i’s I ha t  have  t ’ i ’ei i (‘ \ t i n t l ied . I t

i s  ohv  ion s  t h a t  t I t he  at t t oeoi’ i’el at  ion funet  ion had been ., t~mpIi t ed i n  I l i t ’

u su a l  w ay  , the  t r iangu t ar  w i n d o w  won Id have t o t  a t  1’- obs~~n i’d t he p eak at

the  t rue p i t c h .  Whi t Ic t h ece s t e a d y  s( a t i ’ i’i’ s i i l t  s t ’ot i I t i  h ave  I’i ’en ~‘t ’t a

b~- t’oflipil t t u g  o t t  her ~ x x or  x ~ • i t  w a s  found t h a t  t i s t  ng- U it — 1  Ii 11+ i

x (x  -~ \ ) 
, a~ i’equ i red I’v ( 8)  and (~) )  resti It ed in  a more ‘.t ablen n — i  tu ~~n -

I ike  i i  hood m ine t ion a t  t he  lead in g and t i’a t I i  ug i’d go s of a i t t i o i 1 ~~1itt ’ and V
dun ug p i t  cli and vowel  t ra it~ it ion s ,

A l  thoug ht  the propose d imp I i’mont a t  i Oil h as  i~I i tti t n a t  i ’d the 1’i ’ 4 ’bI em oh

toninan t  in t e r a c t  ion w i t h o u t  u s i n g  spect i i i  f l a t  t en i ng . i t  ha s  i e ’ . u i l t  Ot t

i n  t h e  t n t  roduct  t o n  ot ambiguous  ‘o aks .  In  I i  g i n o  .‘a . t o n  t’~ anij ’ I  i’ , I he

p eaks  at  9. ~) ins and I t . ~) His a r e  as w e t  I ,Ii ’t i n e d  as t he peak at  ( hi’ I nie

p itch oh  4 . 88  ins .  Si nec nti nor p e r t u r t ’a I  ion ’. i n I hose  p eak \ a  I t i e ’. tt i II

occu r , a s i m p l e  peak p i c k i n g  a l go r i t h m  will le ad  t o  p i t c h  ihtitthil t u g  and
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p u t ~~ii t r i p l i n g  c rr or ~~. S i n c e t here  i ’. nothing th at can be done to  . t v o i d

t h i s  prob lem us tug ont a s t ug Ic (‘rattle oh dat  a , h our  u st  i c ‘. mu st  be

tnt roduced us i ug t h a t  a t rout m u l t i  p l c  fi ’amt ’s I o re so i t  o t h e  auth i guous

p e ak s .  t h i s  t s s u e  t s  discu ssed  i i i  the next sect ion .

I l l  • P l f l h I  AMR I ( U  l’ry l~I St) lIIl’IO N

t h e  al g o r i t h m  for  r e s o l v i n g  t h i t ’ p i t c h  iunb i g u u t  it ’ s u s  based on th e

m a j o r i t y  l o g i c  dee i s  ion sch em e d e v e l o p e d  by u ; o ld  ( 1 3 ]  1 14 1 . To begi  it

w i t h  a set ot t’ t vt ’  e l e m c n t a t ’ ~ p i t c h  oct  i t n a t o r s  i :  t O l i ~~t m et e d  by si ’ar t ’h t i b :

the  l i k e l i hood f u n c t i o n  for  the  I ai’go st  peak h t u g  i i i  oa~~t u of  t h e  t i n a m i t i  g u t —

otis int ervals 3 - -S .8 nis . , S .8— 8.84 in s .  , 8 . 8-1 — 11 .88 ms • , I I  . 88 14 .  ~~.‘ m s ,  ,

and 14 . 92 — 25 ins , where a , b , c * d • e i’e t’e n to  t he con me spond tu g  
~ 

it cii

p e r i o d s  at w h i c h  each p eak o ccu r s  • 1 t an i n t e r v a l  co;~ a i l l s  iii ’ t’e~t k ( t h e

slope must c ha t i ge  s i gi t  t ’or a peak to be ~le f t  i i t ’d ) . t he  
~
‘ t t  cii l I e u  i od i

sot equal t o  ~ei’o . A p i t c h  t racker  t s  I osumod to  e x t  st ( t  h i s  w i  I I  ho

tt c sci ’ t bed subsequent. I y )  which is spec f i t ’d in  tenni s ~‘ I a s t ow a~~o i -ago

p i t ch , PSLOW , a fas t  av e r a g e  p i t c h , h ’PASl’ , a l ower  t r ack i ’ u I inn (

and an tipper t r a c k e r  I unit , ‘I ’ll I . The I a i’gest pea k t h a t  f a I l  s it i t h t i u  I lie

t r a c k e r  window [‘l w , T i l l ]  is labe l led ‘I’RkMAX , w h i l e  the  p i t t -h p e r i o d  at

w h i c h  t h i s  peak occurs i s 1 ab e l ied  TRNTAII , l h t e  1 a r gt ’st i t I a l l  of ’ t he

peaks is l a b e l l e d  & BLMAX . It ’ any ot the f t  no peaks l i o s  bet ow .

t hen  the correspond i t u g i~ i t chu per i Oil s set  to  :et’o. A bet I en fee I i  mu g

for these dot ’ i i i  i t  i oti s can be oltt a i ned by rel ’eni’ i tu g t o  I i gun ’ . who it ’  a I t

of ’ the quan t it i i’s have been 1 a be l l  i’d.

I i
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‘l’hit ’ n e x t  ‘;tep i s  t o  a s s o c u ~ t tt ’ two p i t c h  p er i o d  est  i m a t o s  w i t h  t h e

out put o I each of  t h e  ci cut ou t  a m’  p it  cii t ’st imator s  : tha t  t o n  f rame m ,

the cur ren t  t ’ rami ’ I and for  f rame m— 1 (the prey i otis fram e ) . t h e  so a n o

1 abe l  it ’d a , a ’ , h . b ’ , . . . e , e . t )t ’ t he  t w o  out  the most i’e~-c nt p or i  od

i s  a ca n d i d a t e  for  the t i m u a  1 p i t  cii es t  inia t  e (a . h , c ,d or c) the o t h e r

q u a n t i t  ic s  a r t ’ used o n l y  for  s c o r I n g  iurito~~~ F i gu i r o  3 sununan i ~ os t h e

s c o r i ng  st r a t c g v  as obtained f o r  two frames of the t owe l /u/  w h or e

F t  gun ” 2a represents  the  dat a lo t’ f r ame  m. h a t -h of the s i x cit i-rent

pitch candidates is compared against 25 quantities , itself ’ included .

Ten of the 25 are the two frame measurement s from each of ’ the  f i v e

elemental pitch estimators. An additiona l 1-i checks are obtained 1w

c omput ing  t h e  p i t c h  values  b/2 , c/2 , l/ 2 . e/2 , c/3 , d/3 , e/3 , b ’/ 2.

c ’/2 , d ’ , 2 , e ’/ 2 , c ’/3 , d ’/ 2 , c ’/ 3 , w h i c h  accoun t  for  t h e  pr i ’s~ nct ’ of

l i ke l i hood  func t  ion peaks at doubl e and t r i p i c  the t rue  p i  t c lu  , as was

the case in the examples in F igure 2 .  l’hi e f i n a l  check is  w i t h  respect

to the t’us t  av erage  p i tch , PFAST , as t h i s  takes in to  account the I oiu gor

term propert ies of the p i t c h  est  itnates computed over  several  frames . As

indicated in F igure  3 , a pitch c a n d i d a t e  rece ives  a vo te  it’ the test

period against  which  it  i s  compared i s  w i t h i n  a g i veil percentage of th e

cand idate value . ‘l’he va lu e  o f ’ W (F igu re  3) was chosen t o  be 1/ S.

candidate that receives  the hi ghest score is t a k e i t  as the tri a l p itch

estimate for frame m and is l a b e l l e d  LASTPT . The cor responding  va tu e  of

the l i k e l i h o o d  func t ion  is  stored as l.AST~IX . 1: 1 11311 i f  the amb i g u i t y

resolved pitch estimate LASTPT lies within the t racker window ( l I u t .ThI f l

- - — - - -_ -- —-- . 
~~~~~~~~~ 

. _ _
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a b c d e
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d
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b/2

c / 2
d/2
e/2
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d/3
e,/3 t-
a ’ I—
b’

— b ’/ 2
c ’/2 /—

4 _I I

e ’f 2
cV 3
d ’/ 3
e ’/ 3  I—

PFAST I—
SCORE 7 0 2 0 2

• CHECI~ IN ROW 4N0 lb 
COLUMN IF

P -P

• P~ 8

Fig.3. Scoring algorithm for pitch ambiguity resolution.
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t h e n  the 1) 1t ~~h es t  i u u a t ~ t t I l ’  I t inuc mu , P ( mn ) i s so t equal t o  I A S F~~1 . o t h e r - - $
w i s e  P ( m l  i s  t ak e n  to be the  t r a c ker  p itch estimate TRKT A1 ) . Usua l  l y  t he

t o l ’ I uor ~t ep is t ahen , but somet ti nt ’ s , t’spec t a l l  v d u r i n g  vowel  t ma ns  i t  i on s

the t m’ ;t~’koi’ est  itn ~ t e  t a k e s  px ’ t’ccdi ’ i u c u ’  t hci’eh v m a i n t . I in i n g  the  coat i i iu i  t Y

of t h e  p i t c h  t r a c k .  To i l l u s t r a t e  th e  c o n c e p t s  more c l e a r l y  the a l g o r i t h m

wh en app i ied to the l i k e l i h o o d  f un c t i o n  in F igure  2a r e su l t s  it t  t h e

fol 1 o t % t i i g  c and ida te s  t o r  t h e  p i t c h  t’s t  i m i t a t e s :  ,t = 4  .88 . h 0 , e~~9 .9 , d 0 ,

e= 14 .9 .  1: ronu F i gu re 3 , cand t d at e  ‘‘ a ’’ w i t h  a sco u t ’ of ~ w i l l  b~ the

c h o i ce  for the u n amb i g u o u s  p i t c h  ost  imi t a te .  Ucncc LASTPT~ 4 .88 and s i n c e

lLU ~ 3.09 and 1111=7, 2 1 , the t racker  window encloses IA SF PT and hence t h e

th - -pitch estimate for th e  in tra mti e is P(m)=4.8S which , as is most often

the case the  same as TRKTAU . The reason for t h i s  is a resul t  of the

correctl~- p l~icetl t racker  window . That t h i s  hap p ens  most of the t ime is

due to the de s ign  of the pi tch t r a ck er .  The t r acker  l i m i t s  are  set

according  to the rule

TLO(m) .tt*PFAST ( lOa l

T l - II (m ) = l .4*PFAST (lOb)

where the “f ast ” and “slow ” pitch averages  evo lve  according to the re-

curs  i oi ls

PFAST(m) = PFAST (m- 1) + QFAST* ( LASTPT - PFAS1 (Iuu - I ~ 1 (1 lii)

P SLO W(m) = PSLOW(m—l) + QSLOW ~~[LAST P T - PSLOW (tn—1I) ( l I b )

14
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where QFAST and QSLOW control the time constants of the “fast” and

“slow” averaging filters. In the real time implementation frames were

processed every 21 ms , henc e PSLOW represented a long term estimate of

the pitch for a particular speaker by setting QSLOW = .03 (.69 sec time

constant), Should a new speaker having a radically different pitch use

the same vocoder , then PSLOW is guaranteed to adapt to the new speaker

since it tracks the unambiguous pitch estimate LASTPT which is not

inf l uenced in any way by the previous tracker settings. Although it is

tempting to set up a tracker window about this long terj~i average value ,

it has been found that for some speakers wide f luctuations in p itch can

occur within a given utterance which demands more dynamic adaptivity in

setting the tracker l imits. It is for this reason that TLO and ThI are

tied to the fast average pitch PFAST which is up-dated using a much

shorter time constant by setting QFAST = .35 (49 ms time constant). As

a consequence PFAST represents an estimate of the short term average

pitch, hence it can be used as a useful input to the scoring table for

pi tch ambi guity resolu tion as well as producing tracker l imits that

adapt more quickly to rapid pitch variations. An extreme, although not

uncommon case, is illustrated in Figure 4 which shows the pitch track

and the tracking parameters for the utterance “I heard that shot echo”

spoken by a female. At the end of the vowel /o/ in echo the pitch

doubles. However, after two frames the upper pitch tracking limit

adapted to a value that was large enough to include the t rue pitch

period.

15
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Fig.4. Typical trajectories for the pitch tracker parameters .
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W h i l e  the fast adaptation capabilities are needed to t rack the

in c re asing p itch period at the trailing edge of an utterance , secondar y

problems can a r i s e  if the lower tracker limit adap t s  accord ing  to ( 10)

without constra int . For example , i f  the female speaker  who uttered t h e

• phr a se  “I heard that shot echo” had continued speaking, it is most

likel y that the pitch period would have returned to a value near the

lo ng term av erage  of 4.b2 ms.  h owever , because of the trailing edge

pitch double , the short term average pitch was 10.43 ins , and fron t 1 1 0 )

t he  low er  t racker l imi t  would have been b. 2S ms whi ch  would have b l o c k e d

out subsequent p i t ch  period es t imates .  Since PSLOW represents the long

term average pitch , the lock-out problem can be avoided by requiring

that

TLO s.6*PSLOW (12)

-3

For the example PSLOW was 4.~~2 ins at the end of the utteranc e, henc e TLO

was constrained to be below 2. 77 ins which completely eliminated the

lock-out problem.

Since it is also possible for the pitch period to decrease rapidly

• during certain inflections (this seems to be a less frequent event) a

similar lock-out problem exists with respect to the upper trac ker limit.

h ence the constraint

1.4*PSLOW ‘- TIl l ( 1 3)

is used to e l imina te  the possibility that this lock-out event can occur.
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As a 1 u t i a  1 [ r t ’caut iou that p i t c h  i t i t l e c  t ions of the  t y p e  dt - -~c r i  t ied

u~ u l l  not c~iuso the  p i t c h  t r a c k er  to s e t t l e  on an l n ~t j ’ p r o p i - u ~t t e  or i e n t a t i o n

dur u mi g  un v o u c i mi ~~ , t h e  fa s t  t r a c k e r  pa ram e t ers a i i ’ r e l a x  t d  t o  t h e  st  oath —

s t a t e  v a l u e s j

l l I ~
) = . (~ ‘ PS i  i) h ’~ ( 14 )

= I’S 101~ ( 1  ~

T il l  = I .4 *PS L OW ~l~~)

to  a ccompl i sh  this , PFAS 1 us adapted by d r i v i ng  r e c u r s i o n  l l a )  u~ i t h

PSL OW as the exc i t a t i on  ~nd computing TLO and Til l from (10) suh~ect t o  L
c o us t  r a in t s  (12) and (13) whenever  i frame of u in v o  iced  speech is d e tec t e d .

ftc s low t r a c k e r  a v e r a g e  is  not a l t e r e d  dur ing  such an unvo iced  ci ,t ss  i f i —

cat  ion.  The e f f e c t  of the  t r a c k e r  i - e l ax a t  ion is i l l u s t ra t e d  in 1- igure  4

dur ing  the s i l en t  i n t e r v a l  at the end of the u t t e r a n c e .

In the preceding discussion use has been made ’ of a b u z z— h i s s  de-

t e c t o r  to determine when to up d a t e  t he  t rack er  l i m i t s .  I’he v o i c i n g

detection algorithm will be discussed  in the next section .

IV. VOICED-UNVOICED SPEECH DETECTiON

The b u z z - h i s s  detector is probably the most cr i t  i cal component of a

narrowband vocoding system s in c e  i t  not on ly  i mp a c t s  s i g n i f i c a n t ly  on

I n t e l  I i g u b i l  ity  but has a profound e f f e c t  on user a c c e p t a b i l i t y . W h i l e

buzz —hiss a! gori thins have  h e oui  deve lop e d  t ha t  w ork wel l  on c lean  sp eech

I S
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problems often arise when the same algorithms are applied to speech

w h i c h  has been distorted due to additive noise. This is expecially true

for no i se sources hav ing  a w e l l - d e f i n e d  spectral  charac te r i s t i c  at low

frequencies , such as E4A advanced airborne command post no i se , since the

noise wavefo rm has many of the attributes of voiced speech. Since the

maximum likelihood p i t ch  estimator uses a noise suppression prefilter to

enhance the  signal-to-noise ratio prior to pitch correlation , it is

reasonable to design the buzz-hiss logic to deal with speech contaminated

by a low level residual noise. No single discriminant has been found

that represents a necessary and sufficient condition for voiced speech ,

hence a number of tests were used in sequence. These tests were :

1. minimum energy threshold

2. high/low band energy measurements

3. pitch correlation coefficient

4. pitch track continuity. - - -

A flow chart for the voicing logic is shown in Figure 5 and will now be

described in detai l .

Test 1: In the first test the energy for one frame of pref iltered

speech is compu ted in block floa ting po int format for m ’th frame as

e(m) = 

(fl& 
v 2) 2

SCLFCT ( 17)

19
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Fig.5. Logic for voicing detection.
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w here  is  the  p r e f i l t e r  o u t p u t * a n d SCLI CI = 1 ,2 ,... if an overflow

occurs. I t l J ( r n - l )  r ep re se l i t  s an cst iniat e of the background noise ene r gy

computed on frame in- i , t hen an unvo iced or silence speech c lassifi cat ion

i s  made i f  SCI F CT = (I and e ( m)  - ~(m-l ) 2
_ 8 

(v is treated as a 16 b i t

fr a c t  io n)  . The desc r i p t ion  a t  the  c o m p u t a t i o n  of ~ ( m — l )  w i l l  be deferred

until later in  t h u s  sect ion; however , for cle an speech p (m-l) wil l be

ze ro .

l e s t  2:  Once the energy test has been passed , a s imp le check is

made on the  structure of the correlation function . For a l l  voiced

sounds the correlat ion function has at least one zero crossing. While

this is also the case for most unvoiced sounds, it sometimes happens

t ha t  for low l eve l  noise  and some unvoiced sounds such a zero crossing

does not occur , atid these cases are immediately classified as unvoiced

speech. The tes t  is implemented by determining if the minimum value of

the pitch likelihood function (labelled GBU~1IN) is pos i t ive .

Test 3: The next test measures the high/ low spectral balance of

the speech energy. Since energy in unvoiced sounds is generally located

at high frequencies , measuring the spectral energy balance is a powerful

voi cing discriminant . If L(u) represents a low pass filter and 1l(w) a

high pass filter , then

*t n the real time program ‘n is measured at the output of the 2:1
downsampling filter.

- -

~ 
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E
L =f L(w)j jY (~) do (18)

EH f IH(~) 2
1 do (19)

measure the low and high pass energ ies of the w ideband speech signa l y .

The detection logic is to

E
L(a) declare voiced if r- > A (20)
H v

E
(b ) dec lare unvo iced if < A ( 2 1 )

The vo icing dec ision is deferred wheneve r X
v 

< E
L/EH X

11
. The threshold

settings depend on the exact filters used in (18), but a particularl y

convenient choice is to take

cos w 0 ~~w < 1 r
2 2

I L ( o) I = ( 2 2 )

0 . < w < it .

~~~~~

0 0~~~ w~~~~-
2

I H (w)  I = (2 3)

Hcos ol

22 
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(L i ) ~Ic~- laic tiit vat ~-c~I ~ 
I ct - l

o tt ~ l

i s  a I%cl I — known l u t z :  — h i s s  d i s c  t i m u n a u l t  . IL ’t , c t  01 , t ite l ’t0 -~t 11I

dci  i t  i t  u oil i-el it  os t he u - ~ / r t ii t ’e- ’ Ito I ~Ic to  t he t Ii t o s h o  I d ’. to c t I t  I ow

and i t t  g li 
~
‘ - t

~~~~ 
c l to t -g i Os , i - ar  si’eeOIi th at h a - l o t  tuce i t  l h t 0 c l 1 l I ’ I \ ~~. I — t~ I • i t

ha s  been found t h a t  a ‘ .t i t I ic t e n t  c o n d i t  t o i l  l o u ’  t i u i t o t o o d  sI ’ccclt  t l i - s ~ I a—

t ion u s  a c h i e v e d  w i t h  \ — . 2  w h i c h  t t ’ i t - c cj ’o t t t h ’. to  t h e  vc~ i i i  i oi ;ct ’t\ t I t a t
ii

t h e  Ii igh p ass  en ergy  l’c ~ i~’ l a r g er  t h a n  t h e  l o w  ~~ i s s  oti o t  ( I  • o

= 2,5) . For t o i c o~t speech i t  has  been fotuid t t o c e ’,s at -~ t o  t’equ % t o
U

t h a t  \ . 9’ w h i c h  c or r e sp on d ’. to  t h e  cond i t  i On t h a t  t h e  low ‘
~~~~
‘---

V

e n er gy  be ‘t ’ t t t t les  the  Ii igh  i~ ’~~ clierg v ~ i .o .  , t , h o  1 . It h i t o  t h i s

-~eenis o v e r ly  c on s e ly  at l~ c , tn ~ sitm h o t -  va I no ha ’. been t o u t t i d  t o  lead to

man y  et - i - a i teouis  t i n v i u t c e d — t o — v o i t -ed c l a s s  i f i c a t  i a n - . pa l’t i c t i l a i - l ’  t a t  t ltC

p l u s u t e s .  I h o i - e t a t - o  t h e  t e s t  in (2 ‘a ) i s  m a t n l v  u sed  t o  oi ’t c u t  t a r t ~c- i t

t o t  cod speech c I ass  i t i  ca t  ions  at  I he na sa  I s

Br an ch  I : Si ti c o t ho it i g li ,’ low d c ’  rg~ s not i n  i t  so I t  a eaiicp l ot  o

t o s t  t o e  voicing , a t t i t ’ t  her  s u b d i v  I c ion  in the c l a s s  at  -~pooc h ovolU s

ob ta ined  by m e a s u r i n g  the cont inn  i t  v of the  ~ i t  ch t i-ac !~ . Iwo 
~ 

i t  cli

cant i nu i  t V cact i t c i ent  s , I UN .-\ and IT1 ~K . a r e  computed , one t o e  th e  un-

ambiguous p i t c h  est  m ate L A S  ITt and one for  the t r ac  kc i 
~ 

i t  oh  c t i m a t  e

* In  t he  i -cal  t tue imp I enlent a t  i ou t  t he wpcec Ii t inde  rgoe .~ a n t  I 
~~ ~ reemp ha I s

in  order  t o  enhance the  dvn ant i c r a n g e  of t h e  1.’ h i t  A ’l l  c a n t - c t - I  ci ut i t l  I~ ’
pret— o n d i t  t on the  speech for  I I ’ t ’ sh oot  ra t  a n a l t  ‘~i s  - I h e r o t o t - e  a d i g t l  • i l
d & ’cn t p h a s t s  f t  I t e r  i s  used pr ior to t h e  c o n h l i u t a t  ion of i~~ and

- ‘- —.--‘
~
-
~~~~ —S -L~ 
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TR ~ TAL J . Let t ing  [‘CAN t) denote the cand ida te  pitch and letting t i - sr

denote the p i t c h  period aga inst which i t  is be ing  t c s t t - d  for  c o i n c i d e n c e ,

then  a p i t c h  c or r e l a t  ion  o cc u r s  i f

I [‘CAND - 
-
~

- i
~~r PCANI)

This  d e f in i t  ion  i s  apj) l ied to the  e v a l u a t i o n  of the  unambiguous  p i t c h

cont  inu i t ~ c o e f f i c  icu t as f o l l o w s: if LAS lPl ’ (m) does not cor r e l a t e  w i t h

L -\STPi (ni — 1) then  LUN tt ~~~. I f  LASTPT (in) correlat es w I th  LASTPT ( ni — 1)

then LUNA 1. i f  LI JNA = 1 and l A S I T I ( n i )  cor re la tes  w i t h  LAST P T(m -2 )

t h e n  I5 I JNA = 2 .  I’hc t racker pitch continuity coeff ic tent , LiR k , i s

computed in the same way replacing LASTPT(i), by TRKTAII(i), i = in , rn- I ,

in — 2 .  At the branch point t h e  vo I c  i ng algorithm decla ri-s a broken p it oh

t rack if ISUNA = 0 and LTRK = 0, that is if neither of the fram e in and

fram e rn-i pitch estimates correlate.

Test 4: The pr incipa l reason for the tes t  for the broken p i t c h

t r a c t  i s  to e l i m i n a t e  the p los ives  as possible candidates for v o i c e d

speech class i ficat i on .  A t y p i c a l  example of tile’ l i k e !  ihood tunct ion for

a p losive is illustrated in  Fig. ~ which  shows tha t  a l thoug h the peaks

arc not insi gnificant , the largest v a l u e  o c cur s  at  a randomly oriented

p i t c h  which tends to decorrelate with respect to previous v a l u e s

Therefore if the branc h dccl a i’es in  favor of an unbroken r~ it cli t rat- K it

is highly unlikely that the sound i s  1 p b s  i ye. lii i s means t h a t  t h e

threshold  on the spec t ra 1 ha lance measure r
1 / r~ can he i’o I axed and a
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weaker threshold is set at A
~ 

= .2 wh ich resul ts in a vo iced speech

clas sification whenever the low band energy is 50% larger than the high

band enerszy.

Test S: Since it may happen that microphone distortion or prefilter

ef fec ts  could affect the spectral balance in such a way that  the preceding

test for voiced speech mi gh t fa il , as a f inal precau tion another test

for p i t c h  con t inu i ty  is made , In this case if either LIJNA = 2 or LTRK = 2,
-H ( -

that is if either the unambiguous pitch estimate or the tracker pitch

-
- 

- estimate correlates with the corresponding pitch estimates on the previous

two frames then the pitch track is declared “smooth” and a voiced speech

classification is made. I- 
—

Test 6: It was argued that the branch ing test for a broken pi tch

track was needed in the classification of the plosives. However a pitch

track discontinuity can also occur if the pitch is in a rapid transition .

When the latter event occurs the normalized pitch likelihood function is

usua l ly  high , which is characteristic of voiced speech, but not of a

plosive. Therefore if L(t) represents the computed likelihood function

at pitch period r , then its value at the unambiguous pitch was defined

to be LASTMX = L(LASTPT) and an unvoiced classification is made if

LASTMX < 1 (29)
(~0) 2

This test has the desired effect of classifying most of the plosives as

unvoiced speech.
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Te st 7: Wh i I c  i t  i s  tempt lug to  U SC (29 1 as a n e c e s s a r y  and s u f f i c i e n t

c-an d it  ion fa t. wi t -u i  ced speech , i t  has been toun d  t h a t  t lie ye are ut tany

uiwo i ced  sounds f ar  wi t I cii t he  no rm a i i  :ed corre l at  ion coof i’ i c i eat exceed s

the 50% threshoLd. in order to  c o r r e c t l y  c l a s s i  fv  those v o i c e d  sounds

corresponding to  a p i t c h  in transit ion ( c a u s i n g  a broken i~ 
i t c h t r a c k  and

a large norma l t zed co n - chi t ion coefficient) another test on the spect ral

energy ha l a n c e  u s  used. En this case i f  r 1/r 1 - . . i0 , w h i c h  corresponds

to the requirement that the low j u a s s  ene rgy  be four t lut e ’ s l ar g e r  than  
j

the high pass energy , then  a voiced speech classification is made .

Failing this test results in an unvoiced speech classification .

Background Noi se Energy M e a s u r em e n t :  In order to complete tht’

specification of the  c l a s s i f i e r  a l g o r i t h m  i t  i s  n ec e ssa ry  to describe

the method for computing the a ver a g e  background noise energy p (m) sluice

this quantity was used in the very first classifier test. Basically the

averag ing is done using the first order recursion

11 (m) i i ( m — l )  • a ( r n )  [e(m) — tc (rn— l) )

where p (m) is  the average energy and e(iu) is the measured energy for the

m ’th frame computed according to (1 7) .  A meaningfu l  es t imate  for the

background noise can be obtained only i f  (3 1)) is  ~~j  updated dur ing

steady voicing . Otherwise the detection threshold would rise resulting

in erroneous unvoiced speech classifications. One way of reducing t h i s

28 
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p rub l en i  [15] 1 s to choose ~u ( m )  adapt i v e l y  to correspond to a 4 — s e c o n d

t irne con s t a n t  i t  t h e  e n e r g y  is increasing 
( 
i . e.  , if e (m) ~j  ( r n _ I ) )  and to

a 40 ins . t m e  coui s t  a lit  i f  the ene rgy  i s  dec r c as in g  ( i  . e. , i f  e ( in )  - ii (in — 1)).

In  t i-t i s w ay 11(111 )  adapts to the noise e n e r g y  almost instantl y whenever

there is a voiced speech gap (which occurs about 50% of the t i me) , wit i be

during connected speech the  noise l e v e l  I n c rea s e s  s l o w l y  enough that  the

noise power does not take on the attributes of speech. (The growt h rate

is also clanpeel so that  only  ;t 2S” ~- increase is  a l lo w ed  in a 21 i n s .

frame.) Additional restrictions on when the average energy can he

updated are given in the flow chart of Fig. 7 .

Test I : Since the speech data has been preprocessed by a noise

suppression filter the residual noise  level is small enough tha t  t he

overflow bit in the energy computation (17) is never set. Therefore if

an overflow occurs it must be due to the presence of speech , henc e the

computat ion of ~(m) is by- passed (i.e., a (rn ) i s set to zero) .

Test 2: Since all voiced speech sounds result in a likelihood

function having at least one zero crossing , the lack of a zero crossing

can only correspond to unvoiced speech or noise , hence the average

energy is up-dated .

Test 3: Al though there are in stances where the no rmal ize d l i kel i hood

function falls below the 50% threshold for voiced sounds , “most of the

time ” such a condition corresponds to unvoiced speech or noise , and the

average energy is up-dated.

Test 4: Since pitch continuity is a strong indicat ion of i-u i c i ng ,

29
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Fig . 7. Logic for computhig the average background noise level .
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(43) is not updated whenever LUNA = 2 or LTRK = 2. Although this test

may fa il on occasion , it will not sign ificantly affect the estimate of

the background noise energy.

V. EXPERIMENTAL RESULTS AND CONCLUSIONS

The preceding classification algorithm has been evaluated using

the real time program in conjunction with an LPC analysis/synthesis

system operating at 2400 bps and 3600 bps. Literally hours of speech

data have been processed encompassing male and female speakers , airborne

command post and helicopter noise environments and dynamic and noise-

cancell ing microphones. Subjectively the algorithm seems to be quite

robust. The major weakness is the tendency to classify plosives as

vo iced speech , an effect which is perceptible mainly for high quality,

clean , female speech.

For speech corrupted by additive E4A Advanced Airborne Command Post

noise, the buzz-hiss detector tends to classify the noise as voiced

speech which results in an unpleasant buzzy quality in the speech syn-

thesis. When the noisy data is processed by the noise suppression

filter, with a small amount of suppression , the noise is classified as

hiss and is more pleasant to the ear. As more suppression is introduced

the noise can be made imperceptible but at the expense of buzz-hiss

errors especially for the vowel /i/ as in eve. It is conjectured that

this is due to the fact that the first formant lies in the region about

270 Hz. where there is also a large concentration of noise energy. The
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pr ef i lt e r  acts to suppress the noise at this  frequency and in so doing

also suppresses the speech signal (the amoun t of suppress ion depends on

the SNR) . This means that the pitch estimate and the voicing decision

depe nd on the second forinant waveform which lies in the vicinity of

2290 II:. Si nce th is is outside the range of the lowpass 2 :1 down samp ling

f i l t e r  there is little speech energy left to combat the residual noise.

.-\ potential solution to this problem is to compute the pitch estimate on

the basis of the full bandwidth speech. Unfortunately this exceeds the

computational capabilities of the LDVT when the LPC algorithms are

implemented in a ful l duplex node. In an attempt to determine the value

of such a w ideband pitch estimator a half duplex version of the al gorithm

is current ly  under development .
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A P P E N D I X
DE R I\A FI ON OF THE PITCH STAT I STIC

Assuming t h a t  the pitch est imate ~ is “c lose to ” the  true pitch

period then , as a consequence of the innovations theorem (7] , the residua l

sequence  e = v - v is a white noise  process . This  means that the• n n n m — I
transformation from {y) to {c~ J is a linear whitening filter, lettin g

• the mapp ing )~e characteri:ed by the transfer function H(L.J;?) it must

necessaril y follow that * - -

l U ( w ; ~~) = 
;~~) ( A — i )

where the constant i represents the power spectrum of the residual

sequence and

S ( ~~;~~) = S (w;t) + ( A - 2 )

represen ts the power spec trum of the ensemble of noisy vo iced spe ech

waveforms . Since the constant y in (A-l) affects only the gain of the

filter , then with no loss y can be set equal to which leads to the

express ion

2 S (w; ? )
1H(w ;~~~~) = 1 

V 
(

~~~~~~3)

S (w ;~~)+o 
-

v w

*10 be prec ise , this should be written U [exp (j io) ) wh ere w = 2i,f/f .
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The cor respond ing min imum value for the prediction residua l energy
-

- 

follows from Parseval ’s Theorem. It is

... 2

xii (~~ -vn~n~~
) =j m U(~;1) I IY (~)H~

2 rw S (w ;~~) 2

=J 
I Y( w) m dw - 

V 
2 IY (~~

) i  dw (A-4)
S (o~;~’)+c

0 0 V W

where Y(w) is the DFT of the measurement sequence. This result shows

that if the voiced speech spectrum is completely known except for the

pitch period t . then the value of I for which

I~iu S (u;t) 2
£( t) =1 2 ~Y(w ) l d~ (A-5)

J S (w; ’r )+o

is a maximum is the m:ximum likelihood estimate. A good model for the

voiced speech spectrum is

S~(w;t) = E(w)C(w;t) (A-6)

where E(w) represents the envelope of the speech spectrum (the DFT of

the correlation function R
~
(’r)) which modulates the periodic line structure

represented by C(w;t). Maximizing (A-5) is therefore equivalent to

maximizing

fT 2 2
L (t )  = 1 IG(~;T) I IY (w) l dw (A-7)

Jo

- - - - - - ___________ 

A-2 



._,.— .--——-,,,,—-.—- fl—’ -— ~r --  _ - -~~ 
_ — _ _ -

~~
_ _— _

~~
—
~~~ - - --—-—- -~~~-“

- —_---—--._—--- — —

where  ( ( w ;~~) represent s the l in e a r  f t  i t er  which  s a t i s f i e s

k; w ;  i )  
L(U))C(~O ;t) (~~~)

There lot -c the l i k e l i h o o d  furi c t ion represent s the energy at the out put  of

a hank of filters , each be ing  tuned to a different pi tch period . The

m aximum like ii hood est m a t  e of i coir esponds to that  f i l t e r  in  the  bank
- t

for  w h i ch  the output energy is largest . Since the filters defined by

( A — S )  ~~~~ those f requenc ies  at  w h i c h  the  SNR is high and re~ ect those

at w h i c h  i t  is low , then  the e f fec t  of the comb f i l t e r  in the denomina t or

ot l:\ -8) i s  to i n t r o d u c e  n u l l s  between the pi tch ha rmon ic s  wh i clx cont r i b u t e

to the definition of those frequencies at which  s i gna l  re j ect ion occurs .

Si r ice the n u l l s  a iso appea r in the numera tor , approximately the  satire

filtering perfor~1anc e can be obta ined i f the comb t’i It cx- in the denom i na t  or

is omi t ted . As a r e s u l t  (A—8) can he approx imated by

= C ( w ; r )  L( w) (A- 9 )
-i

The second term in (A-9) can be interpreted as a f i l t e r i n g  operation by

defining

- 
- I~

(
~

) = 
L(w ) (A-  i~~

•

I t s  func t ion  is  to use the information in the spectra l envelope to j~~ss

those frequencies for which the speech SNR is large and rej ect those for

wh ich it is small. Therefore P(w) can he interpreted as a no i se suppress ion 

~~~~~- - ~~ --- - - - ---- ~~~~~~~ ‘--~~~~ 
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prefilter . An adaptive al gori thm for implement ing  such a p r e f ilt e r  has

been descr ibed in detai l in reference ~8 J .  Letting the output of th i s

prefilter be denoted by

X (u) = P (w)Y(w) (A-Il)

then the pitch likelihood function reduces to the correlation operation

£( t )  =f~C(w;T)X(o)X*(u)dw (A-12)

Since the function C(u;-r) was defined to represent the discrete periodic

structure of the speech spec trum , it must be symmetr ic , non-negat iv e  and

periodic. In the ideal case a sui table represen tation is

= -

~~ ~~~ 
~S(u- i~i!i) (A- 13)

Since speech is at most quasi-periodic , a more prac tical cho ice for

C(w; t )  is (other choices are possible)

C( u ; t )  = -~-( l+cos ut ) (A-1 4)

which is the DFT of the sequence

= 
~

- on + 
~~

- o n + 
~~ 

( A - i s )

A-4
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h en.~t t h .  l ike i t ho o d rat io Lan be w x i t t e n  t~~

C~~~i )  x [x ti +~~(x t +x jx+i )] ( A - l h )

- n = l
I

- 
• Since  on ly  the second t erm depend s on the p itch period , then the f i na l

— express  ion for the l i k e  1 ihood func t ion  is

- 

— £ ( t )  = 
~~

xix~ix (1) 
(A-17)

w here

— ~~11
1 T )  = ~(x +x ) (A-18)

which represen ts the output of a comb filter tuned to pitch period i .

Of course a bank of comb f i l ters i s need ed , each tuned to a different

pi tch period , and the one that l eads to the larges t c o r r e l a t i o n  determines

the maximum likelihood estimate of the p itch period .

~ 

:

k
A-S

‘

I - 

i_ I — - 

~~~

- -

~~~~ ~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~



-- — 
-
~~~~

--- 

UNCLASSIF IED
SECuRITY (L A SSI  ICATION OF 11415 PAGE 5*., (h.a,a b - i . ~~ l -

HI AD INSTI I t T
REPORT DOCUMENTATION PAGE H~.F ORw CO M P I I [ l l t t .  FORM

I . _________ 2. GOVT A CCESS IO N NO 3. R E C I P I E N T S  CATA L OG NUMBER

i- SI TR-79-1~~/

4. \ASI~V I~ I P E R I O O C t  R E D

~~~~~~Design of~~ Rob: Mathnum Uke1Ihood Pitch] 
I

- J

~~~~~~~~~ 5tO ~~~O~ ech tn MdiUw ~~~ise~~~
-
~~
_J ~~

. kwi.ORMING ORG ~~~ r
7 A I I. T R A C T  OR GRANT NUUS€ .t - -

ert~~~ i~
3

~~~
7 ~~~~~~~~28-7s-~~~~~2 j

4. PERFORM ING ORGANIZAT ION NAME AND ADD RESS ID. PROGRA M ELEM ENT . PR OJECT , TAS k
AR EA A WORk UNIT NUMBERSUncoin Laboratory. M. 1. T, -P.O . Box 73 I’rogr~nn Flem~~ - -N o. 334UI I-

Lexington, MA 02173 Protc~i No. 
-

I ) . CONTRO LLI NG OFFICE NAM E ANO ADDRE SS 
/
‘

~~~~
7” 4~~- * EA,,wi y~~u

Air Force Systems Command , USAF ( //  

- i i  ~un •7~Andrews AFB \~~~ ..
Wa shington, DC 20331 ~~- NUMBER OF PA GES

14~ MONITORING AGENCY NAME & A D O R E 5 S ( f d~ff..~sfro~ C,’r.i /.c.~ IS. SEcURITY CS.A SS. o,f Sin, ~.po~sJ

Electronic Systems DivisIon 1 - - —- 
U lattsiiicd

Hanscom AFB ( 
__________________________________

Bedford, MA 01731 15 .  DECLASSIF ICA T ION OOWNGRA ~~”~~$04 I Out. F

IA. DISIRIBUT ION STAT EME NT 0/ 1*,s R.po
~

S)

Approved for public release; distribution unlimi ted.

IT . DISTRIBU TI ON S T A T E M E N T  (of ~4. u6~i~~c~ .is.r.d u, 8Io~-k 30. 4 dqf..-.ss ft .’.. .R.portl

IL SUPPLEMENTARY NOTES

None

15. lilY WORDS (Coigi.u. . (‘is r,.,t,. ..d. if is. .aa.~~ .*d id.,,i, /~y ?.,~ Wec* sis.s b•s)

narrowba nd digital speech pitch estimation
vocodera additive noi se
maximum likelihood estimat ion

70. AS SYRAC T (Co,uiao,. r.v.~,. ,id. if is.c.a1.~ .is~ id*iss.f, Sy bio.*

Application of the maxi mu m likelihood technique to a speech model that includes the effect s ot pitch
periodicity and the spectr al enWelope results In a processing structure that consists of a noise suppression
prefilter in cascade with a comb filter bank esilmator-correlator. The comb filter Interpretation leads
to a pitch likelihood function wbich avoids the problem of anomalous errors due to the effects of w indowing
and formant aldelobe Interaction. Pitch ambiguities are resolved using a majority logic scoring algorithm
and a carefully designed pitch tracker that can adapt rapidly to gross pitch va riations. A time domain
irnpJe n~ntation of the algn rlthrn that runs in real time In conjunction with an LPC analvaisfsvixiheslt’
system at 2400 bps is described.

DD 1413 EDITION OF I NOV 63 II OBSO LE T E ( I N C L A S S I I I I : D

SECURITY CLASSIFICAT ION OF THIS PAGE (I*eN ),.. i*I~’~~i

~ ~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~


